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Abstract
Empowering a robot to direct its attention to the most appropriate target at all times during multi-party interactions 
is an interesting and useful challenge to establish natural communication between the robot and users. In this paper, 
implementing a social gaze control system suitable for multi-person interactions with a RASA social robot is discussed. 
This system takes some important verbal and non-verbal social cues into account, and at each moment enables the robot 
to decide socially at which human it should direct its gaze. The algorithm for the target selection has been enhanced, 
compared to past studies, by quantitating the effects of distance and orientation on grabbing humans’ attention in 
addition to the inherent importance of each cue in communications based on the gaze behavior of a group of human 
participants. After this was completed, another group of volunteers were employed to examining the performance of 
the RASA robot equipped with this system. Their average gaze pattern was compared with the targets selected by the 
robot in a real situation, and their opinions on the sociability and intelligence of the system were recorded. We indicated 
that the gaze generated by the robotic system matched the average gaze pattern of the participants 76.9% in an 80-s 
real-life scenario. Moreover, the results of the questionnaire showed us that ~ 90% of the subjects felt that at times RASA 
was really looked at them with a quite high average score of 4.33 out of 5.

Keywords Human–robot interaction · Social robot · Attention modeling · Gaze control · Non-verbal behaviors · Multi-
person interactions

1 Introduction

With the rapid advancements occurring in robotic tech-
nologies, social robots will play a prominent part in the 
future of our world [1]. These robots are designed to inter-
act closely with people and have recently been utilized for 
variety of applications including education, therapy, and 
industry [2–4]. Accordingly, they should include autono-
mous capabilities to display socially acceptable behaviors 
so that human users will feel comfortable while interacting 
with them [1]. Among these features, the ability to direct 
their attention to the right target at the proper moment 
in multi-person interactions is of great importance to 

establish natural communication between the robot and 
human users. A mechanism called the gaze control system 
(GCS) is needed to identify humans in front of the robot, 
select the attention target, and continuously adjust the 
robot’s head and eyes position.

In a follow up to our previous studies in developing and 
utilizing a cognitive architecture for teaching-assistant 
social robots [5], in this paper, we present the design, cali-
bration and evaluation process of a gaze control system. 
This system which is inspired by the work done in [6] con-
siders some important non-verbal cues as well as the loca-
tion of the speaker in multi-person interactions to select 
automatically a single gaze behavior response. Before the 
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potential targets compete with each other for that selec-
tion, the importance of the existing cues is modified based 
on the users’ relative positions to the robot. To this end, the 
necessary coefficients which control the used rule-based 
GCS algorithm are extracted through a field study on vir-
tual attention of a group of human participants. In order 
to improve the proposed algorithms in [6–8], we not only 
modified the core target-selection formulations, but also 
quantified the effect of proxemics and orientation of the 
users in the GCS, again based on the data collected from a 
group of human participants. This approach has not been 
explicitly used in the similar researches about gaze genera-
tion systems in the literature.

Finally, the gaze control system was implemented on 
RASA humanoid robot and was also tested in action. With 
this aim, another group of participants were recruited 
to evaluate the system performance by: (1) filling in a 
questionnaire and (2) comparing their own average gaze 
behaviors with the robotics system output in a similar 
social scenario. After all, by accomplishing this study, the 
head section of an under-development social robot con-
verted to a lively and interactive tool, which was identified 
that promotes the attractiveness of the robot.

2  Background and related work

The term “Gaze” is often used as the head and eyes move-
ments through which the center of human attention is 
moved to a specific target. Eye gaze as a component of social 
interaction is an important nonverbal cue in social interac-
tions because humans can infer other’s intentions from eye 
gaze [9]. Studies have shown that social robots that take 
advantage of a gaze control system are evaluated more posi-
tively by people [10]. For instance, Mutlu et al. [11] assessed 
how human gaze behavior implemented on a humanoid 
robot can create a natural and human-like manner of story-
telling. They found that people recall the story told by the 
robot more effective when the robot established numerous 
mutual gazes with them. It has been also determined that 
by adding the ability of gaze shifting, the persuasiveness 
of the robot during storytelling will be promoted, while 
showing gestures without any gazing effects oppositely 
[12]. Another study has indicated that using eye gaze helps 
robot to improve the fluency and subjective experience dur-
ing robot-to-human handover interactions [13]. Monitoring 
and maintaining user engagement is very important also in 
social robots used for teaching applications. If the students 
stop paying attention to the teacher, they will learn less [14]. 
Thus, in many cases, robots and virtual agents use eye gaze 
to maintain student engagement during teaching [15–17]. 
Furthermore, when a set of instructions is given by a robot 
to people, robot’s non-verbal behaviors including gazing has 

shown to be so helpful on boosting the recall accuracy, espe-
cially when the task is complicated [18]. The robotic platform 
in our study is going to be used for teaching applications. 
Thus, these findings on the importance of a decent gaze 
control system working beside other modules of the robot 
have a big importance in this regard.

Researchers have built several computational tools for 
generating natural and acceptable robot eye gaze. These 
works generally focus on mathematical or technical aspects 
rather than the effects of the system on the interaction. 
However, these technologies may be evaluated by human 
users during the interaction. According to Admoni and Scas-
sellati [14], one approach to developing gaze technology 
is to employ creativity to achieve an appropriate-looking 
behavior, regardless of the actual biological function in 
humans. Researchers have been able to directly design gaze 
behaviors using an understanding of psychology, and these 
behaviors are neither tied to underlying biological functions 
nor requiring large amounts of observational data.

Along with the development of new generation per-
ception devices, such as Kinect, gaze control systems that 
work with 3D data have become more and more wide-
spread. Zaraki et al. built a context-dependent social gaze 
control system implemented as part of the FACE human-
oid social robot. Their system enables the robot to direct 
its gaze appropriately in multi-party interactions. The 
attention mechanism of the gaze-control system accounts 
for multimodal features such as proxemics, field of view, 
and verbal and nonverbal cues from the environment 
[6]. Yun proposed a computational model for selecting 
a suitable interlocutor for robots in a situation interact-
ing with multiple persons. A hybrid approach was used 
for combining gaze control criteria and perceptual meas-
urements for social cues. The perception part is aware of 
non-verbal behaviors based on the psychological analysis 
of human–human interaction. In addition, two factors of, 
physical space and conversational intimacy, were applied 
to the model calculation to strengthen the social gaze con-
trol effect of the robot [7]. Yumak et al. presented a gaze 
behavior model for an interactive virtual character with 
extra attention paid to estimating which user is engaged 
with the virtual character. The model takes behavioral 
cues, such as proximity, velocity, posture, and sound takes, 
into account to drive the gaze behavior of the virtual char-
acter [8].

3  Methodology

3.1  Robotic system

This GCS was implemented on a RASA humanoid robot 
designed specifically for teaching Persian Sign Language 
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(PSL) to children with hearing disabilities in the Social and 
Cognitive Robotics Lab., Iran [19, 20]. RASA has a total of 
32 degrees of freedom (DOF), including the 3 natural DOF 
of a human neck. The robot’s face is projected on an 8-in. 
screen located at the front of the robot’s head with the 
ability to adjust the eyes direction. These features enable 
this robot to shift its gaze by using eye and head move-
ments much like a human.

In order to respond to the robot’s requirements for its 
applications as a teaching assistant, a cognitive architec-
ture has been recently proposed [5]. The architecture has 
four main parts: Logic, Memory, Perception, and Action 
Units. The presented GCS was implemented into the 
designed cognitive architecture of RASA as shown in Fig. 1.

At the bottom of the Perception Unit, a Microsoft Kinect 
Sensor for Xbox One running the Kinect for Windows SDK 
2.0 [21] equipped with a built-in microphone array cap-
tures data from the robot’s environment and sends it to 
the ROS [22] environment via a web socket. A wide-angle 
time-of-flight camera together with an active IR sensor 
enables this version of the Kinect sensor to keep track of 
up to 6 persons and detect the position and orientation 
of 25 joints of each individual at the maximum rate of 
30 frames per second. More high-level “Direction”, “User 
Recognition”, “Self-Awareness” and “Gesture Detection” 

boxes in Fig. 1 are acquired by processing the Kinect sen-
sor inputs in addition to the head joint encoders’ values. 
Then, the logic unit processes this information, which is 
stored in the robot’s short-term memory (STM), on the 
basis of the model and algorithms defined in the long-
term memory (LTM). This unit chooses the proper gaze tar-
get for the robot continuously for the usage of the action 
unit. All the mentioned units are implemented as a ROS 
package. Lastly, the Action Unit controls the Dynamixel 
MX-28 servo motors at the yaw and pitch DOF of the head 
of the robot and adjusts the eyes positions. The technical 
aspects of each unit of the system have been described in 
Sects. 2.1.1, 2.1.2, and 2.1.3. Figure 2 shows (the new ver-
sion of ) the RASA robot running the GCS.

3.1.1  Perception unit

The function of this GSC system depends on 3D visual 
and auditory information collected from the robot’s field 
of view. Due to the fact that people often use a wide range 
of non-verbal social expressions to communicate with 
each other [23], the role of the Perception Unit is to detect 
and analyze certain non-verbal social signals that attract 
humans’ attention. It should be also considered that peo-
ple pay more attention to the individual they are listening 
to than to others in multiparty conversations [24]. Thus, 
using the skeleton tracking and sound source localization 
features of the Kinect sensor, the Perception Unit is aware 
of the presence of these social cues in each person in the 
robot’s field of view. The social cues included: (1) speaking, 
(2) hand-waving, (3) pointing, (4) being engaged (paying 
attention to the robot), (5) entering, and (6) leaving.

The person who speaks is detected by comparing the 
incoming sound source angle with each person’s head 
angle relative to the robot. The Audio Basics Kinect SDK 

Fig. 1  The GCS incorporated into the RASA’s cognitive architecture 
to identified the appropriate subject and shift its gaze using eye 
and head movements

Fig. 2  RASA robot (version II) equipped with a Kinect sensor in its 
chest running the GCS. At this moment, the robot is looking at the 
person holding the camera
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processes the sound signal received by the microphone 
array and finds its source angle using a triangulation algo-
rithm. Environmental noises will be automatically ignored 
by the system after a while. It is assumed that the person 
located closed to the direction of the incoming sound is 
the speaker. Due to the limitations of the used sensor SDK, 
only one speaker can be detected at a time.

The Body Basics Kinect SDK recognizes the 3D body 
joint coordinates of up to six humans by using the infor-
mation from both RGB and IR camera images. In order 
to determine whether a person is waving his/her hand 
or not, we calculate the kinematic energy of the arm, 
forearm, and hand links of each person whose wrist 
joint lays above his/her elbow joint. The coefficients 
as the mass of each joint to calculate this energy were 
estimated empirically. If the kinematic energy is higher 
than a pre-defined upper limit, it will be considered as 
hand-waving. The system can also detect if a person 
points to another person, by calculating the distance of 
the line passing through his hand to the other’s heads. 
Also, the attention of each person to the robot (whether 
the user is engaged with the robot or not) is determined 
by comparing his head Euler angles with his orientation 
relative to the robot.

3.1.2  Logic unit

The Logic Unit should continuously select the robot atten-
tion target based on the Perception Unit inputs. The princi-
ples of the implemented gaze generation model are simi-
lar to the model presented by Zaraki et al. [6]. The main 
strategy for selecting the target that the robot should 
look at is to assign an elicited attention score (EA) to each 
person in the Perception Unit field of view. This score is 
calculated by considering the detected social cues and the 
position of every person in front of the robot as explained 
below.

It has been studied in social psychology, the physical 
distance between people during communications varies 
by the degree of their importance and intimacy [25, 26]. 
Therefore, social robots must use social spaces to establish 
better communication between robots and people, and to 
make human users feel at ease [27]. In a theory called prox-
emics, the spatial space surrounding persons is categorized 
into different zones (see Fig. 3, left semicircle). People show 
stronger reactions and pay more attention to others when 
the interaction is happening closer to them. This means 
that the above discussed social cues can elicit different 
attention if they happen closer to people. A similar phe-
nomenon also exists concerning the angle between peo-
ple while communicating. Human observers have a strong 
tendency to look more frequently around the center of 
the scene than around the periphery [28]. Social features 

collected in the more centered area elicit higher levels of 
visual attention. Taking these considerations into account, 
we suggest a different equation than [6] for calculating the 
elicited attention of each person ( EAi):

In Eq. (1), Wk is the weight factor corresponding to each 
social cue and n is the total number of social cues of i  th 
person. Proxemics ( P ) and Orientation ( O ) coefficients 
adjust the importance of all social cues existing in each 
individual based on his or her distance and angle relative 
to the robot. P(r) and O(�) reflect the strength of elicita-
tion of human attention for each proxemics and orienta-
tion zone as shown in Fig. 3. In this formulation, there is 
no need to normalize W  , P and O factors, and EAi values of 
all persons in the robot’s field of view can be easily com-
pared. It should be noted that when nobody is showing 
any social cues, a unit value is considered for the sum of 
Wk factors for each individual. Thus, the target selection 
strategy would be only on the basis of their closeness and 
orientation.

Next, we need to find the weight factor of each social 
cue relative to other cues ( W  ), and find the P(r) and O(�) 
values corresponding to each area. The procedure for tun-
ing the parameters is discussed in Sect. 2.2. Other equa-
tions governing the GCS are the same as those presented 
in the model in [6]. Consecutively, the Logic Unit selects 

(1)EAi(t) =

(
n∑

k=1

Wk

)

P(r)O(�)

Fig. 3  Proxemics interaction zones: Intimate, Personal, Social, and 
Public in the left semicircle. The areas having a high, medium, or 
low relevance, depending on the angle from the center of human 
field of view, are shown in the right semicircle (inspired by the work 
done in [6])
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the largest value between EAi values for all persons present 
in the robot’s field of view and also a constant EAV . If two or 
more are equal, the system selects the closer target. After 
passing through a moving average filter, the angle of the 
winner target is stored in the robot’s short-term memory 
as the gaze angle ( �g ) for use by the Action Unit. It should 
be noted that EAV is an empirical constant that is used to 
prevent the robot from only looking at people. In other 
words, by adding this virtual point to the competition, 
the robot is able to sometimes look at a defined point in 
the environment (e.g. in our case at the center) to behave 
more human-like. This intentional redirection away from 
the face of the audience is an important non-verbal cue 
that serves cognitive functions and it is useful for devel-
oping effective interactions between humans and robots 
[29].

Once a new human winner has been chosen, his/her 
score ( EA ) will be multiplied to a function called the habit-
uation function ( H(Δt) ), and its time parameter ( Δt ) will 
be reset to zero:

The constants Peak and � in Eq. (2) are set according to 
[6]. This function decreases the winner’s attractiveness for 
the robot gradually over time, allowing other people or 
the virtual point to attract the robot’s attention. Thus, the 
robot does not look only at one person for a long time.

3.1.3  Action unit

Gaze shifts are accomplished by rotating the eyes and 
head in the same direction. The Action Unit computes the 
relative contributions of head ( Δ�h ) and eyes ( Δ�e ) move-
ments towards a given gaze shift 

(
Δ�g

)
 using the equa-

tions from [30] which are derived from statistical data.

In this model, for gaze shifts smaller than a threshold 
value ( ||

|
Δ𝜃g

||
|
< 𝜃t ), the head does not rotate and the robot 

looks at its target with only an eye movement. At any 
moment, �t is calculated as a function of the current eyes 
position ( �e0 ) as follows:

In Eq. (4), �t is positive if the eyes are initially rotated in 
the direction of the subsequent movement to limit the 
eye’s rotation; otherwise, �t is negative. For Δ�g larger than 
�t , both head and eyes rotate and the total head move-
ment amplitude is derived from the equation discussed 
[6]. For our case, we found empirically that a simpler 

(2)H(Δt) = Peak ⋅Max
(
0,

(
1 −

Δt

�

))

(3)Δ�g = Δ�h + Δ�e

(4)�t =
(
−0.5�e0 + 20

)
× 0.56

equation will result in better gaze shifts. In our system, 
for Δ�g larger than �t , simply 20% of gaze shift will be per-
formed by changing in eyes position while the remaining 
80% will be carried out by a head movement. The desired 
head angle for performing the gaze shift is sent to a PID 
controller designed for the robot’s neck actuators and the 
eyes angle sets the eyes position on the screen. On the 
robot’s LCD face, the ability to blink was also added to help 
the robot show more realistic eye gazes. We used the eye-
blink behavior model presented in [30]. They found that 
except for immediately successive blinks, the probability of 
a blink occurring during the interval [t, t + 1] (in seconds) 
decays exponentially with time from the last blink. They 
suggested a probability function of:

The histogram of this probability in addition to blinking 
duration distribution is shown in Fig. 4.

As an extra capability regarding human–robot interac-
tions, the Perception Unit is aware of hand-waving which 
enables the robot to detect if a person is making a “come 
here” gesture by waving both hands when they are com-
pletely upright. In this case, the Action Unit makes RASA 
move toward the person who called it using that gesture, 
and stops the robot at a safe distance (~ 1 m) in front of 
him/her making the interactions more intelligent, social, 
and appealing. However, it should be noted that the pre-
sented results of this study regarding the gaze control sys-
tem’s decisions were extracted from the robot in stationary 
situations.

3.2  Experimental structure

3.2.1  Calibrating the Attention’s formulation

Two separate experiments were conducted to calibrate the 
mathematical model of Eq. (1) (i.e. find Wk , P(r) and O(�) ). A 
total of 23 volunteer Iranian students from Sharif Univer-
sity of Technology, consisting of 11 males and 12 females 
ranging in age from 19 to 29 years were asked to watch 

(5)
P
(
blink in [t, t + 1] with last blink at t0

)
= 0.5e−0.12(t−t0)

Fig. 4  Histogram of inter-blink intervals and blinking duration [30]
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two separate 90-s animations. Each video showed two 
similar humanoid characters interacting with each other 
or telling a story. There was nothing in the scene except 
the two characters, without any colors, to keep the video 
as simple as possible. Thus, the viewer attention should 
not be distracted by anything else in the environment. 
This way is more similar to the robot’s vision, which is only 
aware of the people. The animations were produced in 
Unity software by assigning captured body motions and 
speech to the characters using Cinema Mocap [31] and 
CrazyTalk [32] tools, respectively.

While watching the videos, participants’ eye gazes were 
recorded using a webcam gaze recorder software called 
WebGazer [33]. WebGazer is an eye tracking tool that uses 
common webcams to record eye-gaze locations in real-
time on the screen. Every volunteer was sitting at a dis-
tance of about half a meter to a screen and was asked to 
watch the video without any neck movement. As shown 
in Fig. 6a, we used a 40-in. wide-screen television instead 
of a regular computer monitor to extend the range of the 
participants’ eye movements and enhance the accuracy of 
the captured data. The accuracy and precision of the cap-
tured visual targets while not significant were adequate for 
these measurements that the characters were placed as far 
as possible from each other and still be visible.

The first video of this experiment was used to deter-
mine the priority of each social cue to grab the partici-
pants’ attention. In this animation, the characters pre-
sented every reasonable combination of the mentioned 
social cues. Initially, the first character enters the scene 
and shortly afterwards another one shows up. Then, one of 
them begins to give a talk while another person starts wav-
ing his hand. After that, the speaking person stops paying 
attention to the camera and looks away. When he looks 
back at the camera, he pointed to the other character. In 
these three samples of the happenings in the scenario, 
the social cue speaking was compared to hand-waving, 
being engaged, and pointing, respectively. The rest of the 
video showed the remaining rational combinations of the 
cues in the same manner. Figure 5a demonstrates screen-
shots from the aforementioned moments of the anima-
tion. Finally, by comparing the average gaze shift of the 
participants in different situations, we are able to extract 
a score for each cue, as will be described in Sect. 3.1.

The second video was used to evaluate the effect of 
proxemics and orientation in humans’ attention, and was 
played for participants after a short break. This anima-
tion consisted of five subscenes showing two characters 
giving the same lecture simultaneously. In the first three 
subscenes, one character was placed one step closer in the 

Fig. 5  a Screen-shots from the video used to evaluate social cues 
to attracting humans’ attention. Speaking is compared to the other 
cues: (from left to right) hand-waving, engagement to the viewer, 
and pointing. b From left to right, the subscenes number 1, 2, and 

4 in the animation played to measure the effect of proxemics and 
field of view. c Screen-shots from the real-life video recorded to 
evaluate the performance of the robotic system in gaze-shifting
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proxemics area than the other (see Fig. 5b). For instance, 
in the first subscene, one character is in the intimate zone 
and the other is in the personal zone. We calculated the 
average time fraction when participants were looking 
at the closer speaker as an indicator of their attention to 
this target compared to the more distant one. Since there 
are four proxemics areas, we had three different charac-
ter placements in order to compare every two pairs of 
neighbor areas. The last two subscenes were devoted to 
measuring the effect of angle relative to the center of the 
view. At first, one speaker was exactly at the center and the 
other was at 30°. Then, each character moved 30° to the 
corners. Figure 5b shows three examples of these anima-
tions. It should be noted that a mirrored video was played 
for about half of the viewers to prevent the bias of looking 
at closer targets on only one side of the video. In addition, 
the main camera in the Unity environment was adjusted to 
show pictures with a field of view and perspective similar 
to the human eyes.

3.2.2  Evaluation of the gaze control system

To evaluate the performance of the system, in a separate 
experiment, we asked a new group of 21 volunteers to 
watch an 80-s video. The volunteers were also students of 
Sharif University of Technology ranging in age from 19 to 
23 years old. This time, as presented in Fig. 5c, the video 
shows two real persons entering the room separately and 
then interacting freely with each other at various dis-
tances and orientations from the camera. This video was 
captured with the Kinect RGB camera, while the sensor 
served as the input unit of the GCS, simultaneously. Using 
the same procedure as the previous experiment, we used 

the participants’ average gaze data to compare with the 
system output and assess its function in a real situation.

Following that, we let each participant interact freely 
with the robot and one of the researchers, while the GCS 
was the only active module running on the robot. The 
presence of one other person in the experiments had two 
goals. First, the participants could fully evaluate the capa-
bilities of GCS in a multi-person interaction scenario (not 
a single human–robot interaction). Second, the researcher 
could give a list of different cues that the robot is aware of 
and direct the participants to only reflect their opinions on 
the GCS, not on any other aspects of the robot. Figure 6b 
shows some parts of this experiment.

Following their encounter with the robot, the partici-
pants were asked to fill in a questionnaire to rate their 
feelings and attitudes toward the robot with the GCS. The 
questionnaire was developed on the basis of standard 
questionnaires suggested in [34–36] and was anonymous, 
except for some general information such as gender, age, 
and academic year. First, the participants indicated their 
level of agreement with the four statements listed in 
Table 1, Part I used a five-point Likert scale to evaluate the 
Social Presence of the robot. The verbal anchors included 
in this section were: “totally disagree” (1), “disagree” (2), 
“neither agree nor disagree” (3), “agree” (4), and “totally 
agree” (5). Then, they were asked to answer four questions 
on the robot’s sociability and intelligences, as shown in 
Table 1, Part II, on a 5-point scale: “very low” (1), “low” (2), 
“neither high nor low” (3), “high” (4), and “very high” (5). In 
the end, an anthropomorphism Godspeed questionnaire 
[34] was held to allow students to rate the human-like 
characteristics of the robot shown in Table 1, Part III using 
5-point Likert scales.

Fig. 6  a Calibration of the Attention’s formulation: a participant sit-
ting in front of the screen and performing the calibration process in 
WebGazer, before the start of the gaze pattern recording. b Evalua-

tion of the GCS: a volunteer interacting with the robot and one of 
the researchers to assess the performance of the robot
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4  Results and discussion

4.1  Calibrating the Attention’s formulation

The first conducted experiment was to evaluate how 
intense each social cue can grab humans’ attention. The final 
result is presented in Fig. 7. The plot shows the filtered aver-
age of the viewers’ attention to the right or left character on 
a scale between − 1 and 1 on the vertical axis, respectively; 
and the time duration of the animation in seconds on the 
horizontal axis. The starting moment of each important 
occurrence in the scenario is marked separately at the side 
corresponding to each character in this figure. It can be seen 
that when the first character enters (on the left one), 100% 
of participant’s looked at him for a while. By the arrival of 

the second character, 1.7 units of attention were grabbed 
by him, causing the line going from 0.9 at the second 6 to 
− 0.6 at the second 9. When the first character started to 
speak, he attracted 1.2 units back to himself. Using the same 
approach, we can interpret the whole chart.

We would like to find the W coefficients of Eq. (1). First 
of all, it was seen that all of the participants looked at the 
character for a while when he entered or left the scene. On 
average, people kept looking at the person who entered 
and left for about 3 and 3.25 s, respectively. This suggests 
it is more reasonable to force the GCS to look and follow 
the human targets when they are leaving or entering as a 
rule in the algorithm. Thus, we separated these two cues 
from the other social cues and excluded them from those 
we want to assign a W factor.

Table 1  Questions asked of the 
participants in the experiment 
in order to evaluate the system

Part I: statements
Q1 When interacting with the robot, I felt like I’m interacting with a real person. 1 2 3 4 5
Q2 It sometimes felt as if the robot was really looking at me. 1 2 3 4 5
Q3 I can imagine the robot to be a living creature. 1 2 3 4 5
Q4 Sometimes, the robot seems to have real feelings. 1 2 3 4 5
Part II: questions
Q5 How well did the robot’s movements adhere to human social norms? 1 2 3 4 5
Q6 How intelligent did the robot behave? 1 2 3 4 5
Q7 How well could the robot react to your actions? 1 2 3 4 5
Q8 How well could the robot understand your actions? 1 2 3 4 5
Part III: godspeed
Q9 Fake 1 2 3 4 5 natural
Q10 Machinelike 1 2 3 4 5 humanlike
Q11 Unconscious 1 2 3 4 5 conscious
Q12 Artificial 1 2 3 4 5 lifelike
Q13 Moving rigidly 1 2 3 4 5 moving elegantly

Fig. 7  Average participant attention target. The performed social cues by each character are indicated in his side with the following marks: 
S, Speaking; P, Being pointed; E, Being engage with the camera/robot (while the other character is not); H, Hand-waving
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Table 2  The results of the first experiment: social cues and the aver-
age attention shift of the participants each time the cue happened

Attention peak shift Avg. (W factor)

Speaking S1: 1.2 S2: 0.9 1.05
Pointing P1: 0.7 P2: 0.6 P3: 1.3 0.87
Hand-waving H1: 0.8 H2: 0.4 0.60
Engagement to 

the robot
E1: 0.8 E2: 0.3 0.55

Table 3  Average time fraction participants payed attention to the closer/more centered character compare to the other character

Comparison Subscenes

Proxemics Field of view

1 (Imitate and Per-
sonal)

2 (Personal and 
Social)

3 (Social and Public) 4 (High and Medium) 5 (Medium and low)

Average time fraction 
paying attention to 
closer/more centered 
character compare to 
the other

0.61 0.62 0.63 0.55 0.68

Table 4  The results of the second experiment: proxemics factors (P)

Proxemics zone Imitate Personal Social Public
r < 45 cm 45 cm < r < 120 cm 120 cm < r < 360 cm 360 cm < r

P(r) 4.2 2.7 1.6 1

Table 2 presents when each social cue happened, how 
much it attracted attentions, and shifted the peaks of 
the Fig. 7. Among the four remaining social cues, the first 
and the second priority were “speaking” and “pointing to 
another person”, with the average of 1.05 and 0.87 units 
of attention shift, respectively. The two remaining social 
cues (“hand-waving” and “engagement with the robot”) 
with a factor of 0.60 and 0.55 units attracted less attention 
compared with the other cues. For a comparison, these 
results are very similar to the results found in Zaraki et al. 
[6]. They found that hand motion/body gesture cues have 
a weight equal to 0.65 of the weight factor of speaking. In 
the present experiment, pointing/hand-waving/engage-
ment together can be interpreted as hand motion/body 
gesture, and have an average W factor of 0.67, which make 
the ratio of 0.64 relative to speaking. We found the leaving 
cue to be of the greatest important as opposed to Zaraki 
et al. who ranked it as the fourth priority. The small num-
ber of participants, cultural difference between the partici-
pants of the two studies, and the way the experiment was 
performed may be responsible for this contrast. However, 
entering was the most important cue in both studies.

The second experiment determined the P and O factors 
as indicators of the strength of each proxemics and orien-
tation area in attracting the humans’ attention. As men-
tioned before, this type of quantitative analysis regarding 
the effect of proxemics and orientation has not been pre-
sented in similar works in the literature. Table 3 summarizes 
the findings of this experiment. In the subscene where one 
character was located in the Intimate zone and the other 
one in the Personal zone, participants look at the closer 
speaker about 61% of the time duration. In the two-remain-
ing proxemics subscenes, almost the same distribution was 
observed with a small increase in the attention to the clos-
est target when it was placed farther from the visitor. For 
the angle relative to the viewer, participants looked nearly 
55% of the times at the character in the middle when the 
other one had a 30° eccentricity. When they see these char-
acters with 30° more eccentricity, they payed attention 68% 
of the times to the more centered one. This observation 
showed that the difference in elicited attention between 
the High and Medium field of view zones is much higher 
than between the Medium and Low zones.

If we assign a unit P factor to the Public proxemics 
zone, the factor for the Social zone should have a value 
that makes a ratio of 1.6 [= 0.63/(1–0.63)] with the factor 
of the Social zone. Therefore, we consider the coefficients 
mentioned in Tables 4 and 5 as the importance of each 
proxemics and field of view area for Eq. (1).

4.2  Evaluation of the gaze control system

In this subsection, we would like to evaluate the GCS per-
formance according to the participants’ gazes in a defined 
social scenario. Moreover, the subjects’ viewpoint extracted 
from the questionnaires are presented in the following.
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First, the average gaze target of participants in watch-
ing the 80-s video is compared with the output of the 
GCS in Fig. 8, while the narrow blue line shows the target 
selected by the robotic system, the dashed blue line is the 
smoothed system attention pattern using a Savitzky–Goaly 
filter, and the red line is the filtered humans’ average gaze 
behavior. This graph has been drawn using a procedure 
similar to Fig. 7 on a scale between − 1 to 1, and shows 
that most of the time the GCS acts similar to the humans. 
From the 13 attention picks in the humans’ gaze behavior 
(including the start and end points), the GCS followed 10 

of them (i.e. 76.9%) which can be acceptable. The presence 
of the habituation function [Eq. (2)] sometimes prevents 
the system from shifting its gaze target rapidly, and may 
cause some differences between the robot’s gaze and the 
humans’ gaze, for example at time = 24 s. This function 
also brings the robots attention for some moments to the 
center, in second 61 for instance, while these random shifts 
do not appear in the average of multiple persons’ gaze.

The second part of evaluating the performance of the 
robotic system was analysis of the results of the question-
naires. Table 6 presents the mean and standard deviations, 
minimum and maximum of the scores, and the percent-
ages of positive (> 3) and negative (< 3) answers to each 
question of the survey. Cronbach’s alpha internal consist-
ency test was performed when reporting evidences based 
on some collections of questions.

According to Table 6, an equal number of students 
were positive and negative about the first statement 
(Q1), with the mean value of 3.00 (SD = .89) of answers 

Table 5  The results of the second experiment: orientation factors 
(O)

Orientation zone High Medium Low
|𝜃| < 15◦ 15◦ ≤ |𝜃| < 45◦ 45◦ ≤ |�|

O(�) 2.5 2.1 1

Fig. 8  Comparison of partici-
pants’ average gaze with the 
gaze generated by the GCS

Table 6  The results of the 
questionnaires filled in by the 
21 participants

Mean SD Max Min POS (> 3) [%] NEG (< 3) [%]

Part I: statements
Q1 3.00 0.89 4 2 38 38
Q2 4.33 0.73 5 3 86 0
Q3 3.24 0.99 5 2 43 29
Q4 3.05 1.20 5 1 43 38
Part II: questions
Q5 2.95 0.59 4 2 14 19
Q6 3.43 0.93 5 2 43 14
Q7 3.71 0.72 5 3 57 0
Q8 3.62 0.59 5 3 57 0
Part III: godspeed
Q9 3.29 0.85 5 2 43 19
Q10 3.29 0.78 4 2 48 19
Q11 3.57 0.87 5 2 62 14
Q12 3.10 0.89 4 2 43 33
Q13 3.48 1.33 5 1 48 29
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suggesting that they did not feel so much that interact-
ing with the robot was like interacting with a real per-
son. Participants attitude toward the robot being a living 
creature, having real feelings and ability to adhere to 
human’s social norms (Q3, Q4, and Q5) were also aver-
age, at a value near 3. This could be anticipated since 
the robot was only performing eyes and head move-
ments. There are lots of other features required to make 
the robot behave more social and alive. In the questions 
asking whether the interaction with robot could be per-
ceived similar as with a real person or a living creature 
(Q1, Q3, and Q12) people with a realistic attitude towards 
the robots did not give a very high marks. These effects 
have caused the overall score of some questions to be 
not significantly high. All the mentioned questions (Q1, 
Q3, Q4, Q5, Q12) cumulatively (Mean = 3.10, Cronbach’s 
� = .80) indicate that although RASA with GCS cannot be 
perceived very much like a living creature, but it is not 
machinelike as well. As an important qualitative obser-
vation, we saw that most of the students expected the 
robot to react and make conversation when they said 
something meaningful, for example saying its name, 
but in our case, the robot could only detect the speaker 
regardless of the meaning of his or her words. Another 
significant observation was that when the participants 
were told that the robot is aware of pointing, they also 
pointed to objects in the laboratory and expected the 
robot to pay attention to them. However, the GCS was 
only able to detect humans and not objects.

On the other hand, with the highest mean value of 4.33 
(SD = .73), 86 percent of participants gave a positive score 
to the statement that they felt the robot sometimes really 
looked at them (Q2). This shows the successful function of 
the Action Unit of the robot which adjusts the robot’s head 
and eyes position, properly. We observed that starting from 
when people first moved (instead of standing unmoving) 
in front of the robot and saw how the robot followed them, 
they became much more excited than when they were first 
interacting without any movement. Students gave an aver-
age mark of 3.43 (SD = .93) to the intelligence of the robot 
in Q6. The Logic and Perception Units of the system were 
evaluated in Q7 and Q8, respectively. The average scores 
of answers to Q7 and Q8 are the second and third highest 
scores on the table with no negative answer at all. These 
two measures were found to have an acceptable internal 
reliability (Cronbach’s � = .71) to estimate the overall suc-
cess of the Logic and Perception Units. When taking also 
Q2 and Q13 which asked about the quality and precision of 
movements (Action Unit) into the account, the four ques-
tions together with the average score of 3.76 (Cronbach’s 
� = .71) imply a near high performance of the entire system.

On the Godspeed questionnaire, the number of 
answers greater than 3 is more than those less than 3. 

However, as we mentioned about the artificial or lifelike-
ness of the robot (Q12), not all the participants could per-
ceive the robot as lifelike. All in all, we observed a rather 
positive tendency from the participants toward aspects of 
the RASA robot related to the implemented gaze control 
system, which could be evidence of the subjects’ opinions 
of the robot’s acceptable attention behaviors. Our find-
ings are in line with the results of other studies which also 
have revealed that showing a social eye gaze by the robot 
makes a positive impact on the interaction between the 
robot and human users in different tasks [12, 13, 18].

5  Limitations and future work

The small number of the participants as well as the com-
plex non-homogenous patterns of people’s gaze make it 
difficult to make strong claims on the generalizability of 
the coefficients calculated for the GCS in this paper. How-
ever, the similar trend of our findings to the other works 
alongside the heartwarming results observed through 
our questionnaires gave us an initial estimate about the 
acceptable performance of the modified implemented 
algorithm for the gaze control system. One of the seri-
ous limitations of this study (which also exists in similar 
previous researches) that could be investigated in future 
works is the lack of the robot to consider human’s speech 
contents when evaluating the related coefficients in the 
algorithm/formulations. This is a phenomenon that hap-
pens quite normally in human–human interactions.

Moreover, some limitations and errors of the Kinect 
sensor, such as the occasionally loss of one person in the 
output by the sensor when the person is located near the 
edges of the Kinect field of view, are a distraction source 
for the GCS. Furthermore, in the case of some levels of 
uncertainty in skeleton tracking, for example due to unfa-
vorable positioning or the body being partially covered, 
the output body joint coordinates will fluctuate rapidly 
and result in a malfunction of the Perception Unit in deter-
mining social cues. Due to the technological growth which 
decreases the concern of applying similar procedures in 
future studies, such limitations could be logically compen-
sated for by using modern tools and algorithms [37].

6  Conclusion

In this study, we successfully implemented a gaze con-
trol system on the RASA teaching assistant social robot 
with the aim of making it more social and attractive. The 
system is an improved and modified version of a previ-
ous work done in this area. The Perception Unit of our 
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developed cognitive architecture is able to extract some 
high-level social features from the humans in front of 
the robot. Then the Logic Unit uses an attention control 
algorithm tuned by empirical data from humans’ gaze 
pattern to find the most prominent target for the robot’s 
gaze. Finally, the Action Unit performs the eyes and head 
shifts toward the people interacting with the robot in a 
natural manner based on the decision of the Logic Unit. 
Some physiological aspects of humans’ verbal and non-
verbal communications were considered for selecting 
the attention target. We also performed two extra data 
captures to quantify the effects of distance and field of 
view on attraction the humans’ attention in comparison 
to the similar previous works.

Two different approaches were executed to evaluate 
the function of the GCS. First, the gaze generated by the 
robotic system was compared to the average gaze pattern 
of a group of students, and 76.9% matching between the 
gaze shifts of the robot and humans was observed in an 
80-s real-life scenario. Second, each individual in the group 
was asked to fill out a questionnaire after being allowed 
to examine the robot by himself/herself. With an average 
score of 4.33/5, 86% of the participants felt like sometimes 
the RASA robot really looked at them. While we figured out 
that it is not very likely that people consider the robot a 
living creature, their average attitudes regarding the logic 
and the perception of the robot were among the highest 
scores in the survey.
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